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ABSTRACT 
 
In this work, a new scheme of image encryption based on chaos and Fast Walsh Transform (FWT) has been proposed. 

We used two chaotic logistic maps and combined chaotic encryption methods to the two-dimensional FWT of images. 

The encryption process involves two steps: firstly, chaotic sequences generated by the chaotic logistic maps are used to 

permute and mask the intermediate results or array of FWT, the next step consist in changing the chaotic sequences or 

the initial conditions of chaotic logistic maps among two intermediate results of the same row or column. Changing the 

encryption key several times on the same row or column makes the cipher more robust against any attack. We tested 

our algorithms on many biomedical images. We also used images from data bases to compare our algorithm to those 

in literature. It comes out from statistical analysis and key sensitivity tests that our proposed image encryption scheme 

provides an efficient and secure way for real-time encryption and transmission biomedical images. 
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1. INTRODUCTION 
 
The fascinating developments in digital image processing and network communications during the past decade 

have created a great demand for real-time secure image transmission over the Internet and through wireless 

networks. In the past decade, images had been coded using orthogonal transform techniques such as Fourier 

transform coding [1-4], Hadamard Transform image coding and Walsh Hadamard Transform image. coding [5-

9]. Fast algorithms have been designed to improve the speed of those techniques. They are known as Fast Fourier 

Transform coding (FFT) and Fast Hadamard Transform (FHT). Some variants of FHT are the Fast Walsh 

Hadamard Transform (FWHT) and Fast Walsh Transform (FWT). PRATT et al [10] has investigated a 

combination of Hadamard Transform to uniform quantization. Fundamental properties of the Hadamard 

transform have been discussed in conjunction with image coding application. It has been shown that the 

Hadamard Transform is better than the Fourier transform for image coding [10]. The Hadamard Transform has 
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several interesting properties. The most important properties from the standpoint of image coding are dynamic 

range, conservation of energy, and entropy. Hadamard Transform is faster than Fourier Transform [10]. All these 

transforms have the disadvantage that the coded image can be easily decoded by just applying the inverse 

transformation. So, the security of information is not guaranteed by using only these techniques. 

 

Image encryption is the most useful technique to retain the confidentiality when images are stored or transmitted. 

Telemedicine for instance uses telecommunications technology to transmit medical images of a patient to a 

doctor who is at a distance. The confidentiality of medical information being essential, these images must be 

secured before, during and after transmission. Digital images, as it is known from the bibliography, have some 

very important features such as, bulk data capacity, strong correlation among adjacent pixels, redundancy of 

data, being less sensitive compared to the text data and existence of patterns and background [11]. So, 

concerning the above mentioned features, traditional ciphers like Data Encryption Standard (DES), Advanced 

Encryption Standard (AES), International Data Encryption Algorithm (IDEA) and Rivest-Shamir-Adleman 

(RSA), are not suitable for real time image encryption as these ciphers require a large computational time and 

high computing power. Nowadays, the position permutation, which is used in a great number of conventional 

image encryption algorithms, has the advantage to be fast. However, the security of these methods depends on 

the security of the algorithm, which does not satisfy the basic requirement of a modern encryption scheme. 

 

In recent years, chaos based methods has been used for image encryption. Chaos is suitable for image 

encryption, as it is closely related to some dynamics of its own characteristics and refers to unpredictability. The 

behavior of the chaos system, under certain conditions, results phenomena which are characterized by 

sensitivities to the initial conditions and to the system parameters. Through the sensitivities, the system responses 

act to be random. The main advantages of the chaotic encryption approach include: high flexibility in the 

encryption system design, good privacy due to both nonstandard approach and vast number of variants of chaotic 

systems, large, complex and numerous possible encryption keys and simpler design. 

 

I.S.I. Abuhaiba and M.A.S. Hassan proposed in [12] and improved encryption method based on two dimensional 

Fourier Transform, crossover operation and the use of a keyed mutation function. In [13], B.K. 

Shreyamshakumar et al showed that, image cryptosystem usually manipulates an entire data set without any 

presumption about compression at later time; consequently, the secure transmission of image has become more 

costly in term of time, bandwidth and complexity. A novel image encryption technique that conserves the 

compression ratio is proposed. The algorithm is embedded as a part of JPEG image encoding scheme. Firstly, 

fuzzy PN sequence is used to confuse the modified Direct Cosine Transform (DCT) blocks. Then the DCT 

coefficients of each modified (DCT) block are converted to unique uncorrelated symbols, which are confused by 

another fuzzy PN sequence. Finally, the variable length encoded bits are encrypted by chaotic stream cipher. To 

overcome the weakness of some cryptosystem, Anil Kumar and M.K. Ghose in [14] used chaotic standard map 

and linear feedback shift register to extend substitution- diffusion stage in cryptosystem. The number of round 

depends on pseudo-random sequence and original image. Vinod Patidar et al [15] used a secret key of 161-bits to 

provide a novel and robust chaos based pseudo random permutation - substitution scheme for image encryption. 

The key gives the fix number of rounds. Preliminary permutation, substitution and main permutation are done 

row-by-row and column-by-column instead of pixel-by-pixel. An efficient permutation – diffusion mechanism is 

used by Ruisong Ye [16]. A generalized Arnold map and Bernoulli shift map are employed in permutation and 

diffusion process. One chaotic orbit from Arnold map is used to get two index order sequences for the 

permutation. The two generalized maps are used to provide two pseudo-random gray value sequences for a two-

way diffusion of gray values. Lin Teng and Xingyuan Wang in [17] proposed a bit-level image encryption 

algorithm based on spatiotemporal chaotic system which is self adaptive. The ciphered images depend on the 

plain image. The execution time is reduced by using a bit-level encryption. M. Khan and T. Shah in [18] used 

fractional Rössler chaotic system to product nonlinear component which can be used as block cipher with strong 

cryptographic properties. 

 

In [19], Xiaoling Huang and Guodong Ye replace traditional chaotic confusion-diffusion architectures by a non 

linear traverse on the plain image. They used dependent diffusion and reverse 2 dimensional map. J.S. Armand 

Eyebe Fouda  et al [20] proposes a method to overcome the time–consuming of image encryption based on 

chaos. This algorithm uses a one round encryption scheme for the fast generation of large permutation and 

diffusion keys based on the sorting of the solution of Linear Diophantine Equation (LDE). But the LDE is too 

complex compared to the simple chaotic logistic map. The hybrid scheme that combines a chaos-based 
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watermarking algorithm is proposed by E.Chrysochos et al in [21]. Two different watermarks and chaos are 

used. The first one is embedded in frequency domain combined with a two dimensional chaotic function. The 

second one is embedded in luminosity histogram of the image. In [22], Osama S. suggests a modification on the 

standard map and used it for confusion-diffusion mechanism in chaotic image cryptosystem. The plain image is 

firstly shuffled by a modification of standard chaotic map for many rounds. Then, the shuffled image is diffused 

by Henon chaotic map. Several rounds are necessary to achieve the goal of encryption. Jun-xin Chen et al in [23] 

used a dynamic state variables selection mechanism to accelerate the encryption, enhance the security and 

promote the efficiency of chaos based image cryptosystem. Two chaotic state variables are used to encrypt one 

plain pixel, this make the encryption not fast. Quan Liu et al, in [24] used the couple map lattice based on the 

chaos with Markov properties as a key stream generator to construct a novel image encryption algorithm. 

 

Narendra Singh and Aloka Sinha [25] proposed a new method for image encryption using fractional Fourier 

transform and chaos theory. Random phase masks are generated using iterative chaos function. Heba M. et al in 

[26] improves the security of scrambling: scrambling blocks instead of individual pixels reduce the computation 

time; scrambling in another domain in order to overcome the drawbacks of spatial-domain scrambling; making 

such that the key stream depends on the plain image in order to resist the chosen-plaintext and known-plaintext 

attacks. They used three different modes of cipher operation block chain, cipher feedback and output feedback to 

implement 2D chaotic Baker map for scrambling in the Fractional Fourier Transform domain on digital images. 

The initialization vector works as the main key.  In [27], a single channel color image encryption has been 

proposed based on iterative fraction Fourier transform and two-coupled logistic map by L. Sui and B. Gao. But 

fast Fourier transform is not as fast as Fast Walsh Hadamard transform. Zhang Ya-hong et al [28] proposed a 

binary image encryption algorithm based on chaos map and discrete Walsh transform is proposed. Firstly, chaos 

sequence is used to encrypt the image, and then the encryption image is scrambled by the discrete Walsh 

transform, which can achieve high-strength encryption. The chaotic operations are taken out before discrete 

Walsh transforms and his algorithm is applied on binary images. 

 

In this work, our aim is to highly secure a coded image using chaos and FWT. Our method is very different from 

the scheme in [28]. We do apply the chaotic image encryption techniques during the FWT process, and we can 

use both binary and gray scale images. We combine a two- dimensional FWT and chaos methods encryption to 

produce a new image encryption system. We use two logistic chaotic maps, an external secret key to chaotic 

permutation and substitution in FWT of the image. The computation of the FWT of image needs several 

intermediate steps; when changing the position of pixels in the intermediate step results by using chaotic 

permutation. The pixel values are also change by XOR convolution with chaotic sequences. This acts to secure 

and hide information better than a simple FWT. The new cryptosystem is simple, efficient and robust. The 

results show the effectiveness of the algorithm. 

 

In the rest of the paper, we describe the preliminary notions of FWT and logistic map in section 2, section 3 

contains the description of our encryption system and section 4 presents the experimental results and security 

analysis. A conclusion ends the paper. 

 

2. WALSH HADAMARD TRANSFORM AND LOGISTIC MAP 

 
2.1 Walsh Hadamard matrices 

The binary orthogonal Walsh functions are defined in the space of real numbers. These functions do take only 

two values: +1 and -1. A Walsh function is characterized by its position or by its sequence s. The sequence ( s ) 

is the number of zero crossings of waveform. It therefore increases with the number of time that the waveform 

alternates in sign. We can notice that the difference between Walsh matrix and Hadamard matrix is the order of 

sequence appearance. In Walsh matrix, sequences appear in decimal order.  

 

The discrete Walsh functions are periodic with period N, where N is an integral power of two  

( 2 p
N = ). Thus a complete orthogonal set will have N distinct functions. These functions designated 

( , )wal m n
 
are described by equations (1) and (2) as proved in [29]. 

(0, ) 1;wal n =  for n=0,1,2,…..N-1.      
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Where 
2

m 
  

 indicates the integer part of 
2

m  

 

2.2 The Fast Walsh Transform (FWT) 

 

Figure1:  Flow graph for the 8-length Walsh transform [29] 

Given an N-length real array f(n), we can define the Walsh transform as [29] : 

 
1

0

( ) ( ) ( , )
N

n

F m f n wal m n
−

=

=∑  ; m=0, 1, . . . N-1.                                                                                               (3) 

Similarly, the inverse transform is  
1

0

1
( ) ( ) ( , )

N

n

f n F m wal n m
N

−

=

= ∑  ; n=0, 1, …N-1                                                                                              (4) 

In [29], JOHN L. SHANKS describes a computation algorithm analogous to the cooley-Tukey algorithm. The 

computation of (3) and (4) requires no multiplication. The algorithm requires 2NLog N  summation to 

compute a complete Walsh transform rather than 
2N  as indicated by equation (3). Figure 1 shows the flow 

graph for the 8-lenght Walsh transform. 

 

A1 and A2 are intermediate steps before the final result A3 or F (m). For the general case when 2pN = , the 

intermediate Walsh transform arrays are defined by:  

1

1

0 1 1 1 0 1 0 1 2 1 0

0

( , ,... , ,...., ) ( , ,... , ,...., )( 1) l p l

p l

j k

l l p l l l p l

k

A j j j k k A j j j k k − −

−

− − − − − − −
=

= −∑                                 (5) 

Where 1,2,....l p=  and 

0 1 2 0 1 2 0( , ,... ) ( , ,... )p p p pA k k k f k k k− − − −=                                                                                                             (6) 

 

The general equation for the 2pN = - length discrete Walsh function is then 

1

1

1 2 0 1 2 0

0

( , ,... ; , ,.... ) ( 1) p iki

p
j

p p p p

i

wal j j j k k k − −

−

− − − −

=

= −∏                                                                               (7) 
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Since ( , ) ( , )wal n m wal m n= , the inverse Walsh transform is identical to the Walsh transform with the 

difference that all the values are divided by N. As 2pN = , we have p-2 intermediate Walsh transform arrays 

[29]. 

 

2.3 Walsh transformation of images 

Let the array ( , )f x y representing the intensity samples of an original image over an array of 
2N points. The 

two-dimensional Hadamard transform, ( , )F u v  as proved in [27], of ( , )f x y  is given by matrix product [10] 

of equation (8).  

 

[ ] [ ][ ][ ]( , ) ( , ) ( , ) ( , )F u v H u v f x y H u v=                                                                                                           (8) 

 

Where [ ]( , )H u v  is an N order symmetric Hadamard matrix. The inverse two-dimensional Hadamard 

transform, ( , )f x y , of  ( , )F u v  is  also given by the matrix product  of equation (9). 

[ ] [ ][ ][ ]2

1
( , ) ( , ) ( , ) ( , )f x y H u v F u v H u v

N
=                                                                                               (9) 

As a Walsh matrix is the sequence ordered Hamard matrix, we can compute the two-dimensional Walsh 

transform by using (8) where Hadamard matrix is replaced by ordered Walsh matrix.  PRATT et al have given in 

[10] the series form of the two-dimensional Walsh Hadamard transform as expressed in (10). 
1 1

( , , , )

0 0

( , ) ( , )( 1)
N N

p x y u v

x y

F u v f x y
− −

= =

= −∑∑                                                                                                                     (10) 

Where  

1

0

( , , , ) ( )
n

i i i i

i

p x y u v u x v y
−

=

= +∑  

The items 
i

u  , 
i

v , 
i

x and 
i

y  are the binary representations of u, v, x, and y respectively. 

The walsh matrix which is the Hadamard “ordered” such that the sequence s of each row is larger than the 

sequence of the preceding row, can be written as in (11). 
1 1

( , , , )

0 0

( , ) ( , )( 1)
N N

q x y u v

x y

F u v f x y
− −

= =

= −∑ ∑                                                                                                           (11) 

Where 
1

0

( , , , ) ( ( ) ( ) )
n

i i i i

i

q x y u v u x v yρ ρ
−

=

= +∑  

0 1
( )

n
u uρ −=  ; 

1 1 2
( )

n n
u u uρ − −= +  ; 

2 2 3
( )

n n
u u uρ − −= +  ;  . . . 

1 1 0
( )

n
u u uρ − = +  

 

2.4 Logistic chaotic map 

The typical chaotic dynamical systems, such as logistic map and Lorenz system can be used for image 

encryption. The logistic map has been widely used because of its simplicity and its efficiency. It is 

mathematically expressed by equation (12) in [30]. 

 

1
(1 )

k k k
X X Xµ+ = −                                                                                                                                (12) 

 

Where 0 4µ< ≤  is called bifurcation parameter and 
k

X  is a real number in the range [0, 1]. The status of the 

system depends on µ . The bifurcation diagram of the logistic is shown in figure 2.  
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Figure 2: bifurcation diagramme of logistic map 

We can see in the diagram that  for 3.569955672 <m <= 4, the mapping has a chaotic form. With different initial 

conditions
o

X  , the generated sequences 
k

X  are non-correlated, non periodic and non-converging. The system 

is very sensitive to the initial condition
o

X . In image encryption; this characteristic is used to generate different 

sequences only by changing the initial condition 
o

X .Those sequences are easy to generate and seem to be like 

white noise. They are used in permutation-diffusion process of encryption. 

 

The probability density function of logistic map which is shown in Figure 3 can be described as follows. 

2

1
1 1

( ) 1

0 o th erw ise

x
x xρ π


− < <

= −



                                                                                                              (13) 

 

 
Figure 3: Probability density of Logistic map 

 
It comes from figure 3 that the probability density of a Logistic map is symmetric; ρ(x) does not depend on the 

initial value X0, indicating that the chaos system is ergodic. 

 

3. THE CHAOTIC-FWT IMAGE ENCRYPTION ALGORITHM 
 
Our proposed encryption scheme of gray-scale image, which has been implemented in MATLAB, is presented in 

detail in this section. We use an external secret key, two chaotic logistic maps and the FWT to achieve the goal 

of the encryption. Two basis of image encryption processes are used: the permutation and the substitution. For 

image encryption methods based on chaos, those processes are applied directly on the pixel values of images. In 

[28], those processes are used to encrypt the image and then the encryption image is scrambled by the discrete 

Walsh transform. Thus, image encryption through chaos and the discrete Walsh transform are performed 

separately. 

 

In this work, we realize image encryption performing chaos and the discrete Walsh transform simultaneously. 

Figure 4 illustrates our image encryption scheme. In the following paragraph, different steps of the scheme as 

well as the complete description of our encryption algorithm are discussed. 
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3.1 An external secret key 

The proposed algorithm uses an external secret key of thirty two hexadecimal numbers. Let 

« ABCDEFGHIJKLMNOPRSTUVWαβγηθλξρτφ » be an external key, the 32 hexadecimal numbers will be 

distributed as follows: 

 

 

Figure 4: image encryption scheme 

• ABCDE and RSTUV are used to calculate the parameters µ of the chaotic logistic maps ; 

• FGHIJ and Wαβγη give  the initial conditions of the chaotic logistic maps ; 

• KLM and θλξ refer to the variation of the initial conditions of the chaotic logistic maps  among two 

rows or two columns respectively ; 

• NOP and ρτφ give the variation of the initial conditions of the chaotic logistic maps  among two step 

of FWT; 

3.2 Chaotic generators 

In the algorithm, two chaotic logistic maps are used to generate those chaotic sequences. They are given by (14) 

and (15). 

 

• 1 (1 )
n x n n

X x xµ+ = −  ;                                                                                                                      (14) 

• 
1 (1 )n y n nY y yµ+ = − .                                                                                                                        (15) 

Where
x

µ , 
yµ  and the initial conditions 0x , 0y  are obtained from an external secret key as shown in Figure 5. 

 
Figure 5: Bifurcation parameter  of chaotic logistic map processing. 
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The hexadecimal numbers A,B,C,D and E coming from external secret key are converted into their corresponding 

binary representation to obtain a code C1.The bit reversal operation is apply to C1 to obtain a code C2 which is 

converted into a decimal code to compute the bifurcation parameter 
x

µ  as indicated in equation (16). 

The parameter 
x

µ is determined as follow: 

• Use the code ABCDE from the external secret key and convert each hexadecimal numbers A, B, 

C, D and E into their corresponding binary number of 4 bits long and obtain a code C1 having 20 

bits long. 

• Apply “bit reversal” on the code C1 to obtain the code C2. 

• Convert C2 into decimal number called C3. 

Then 3

24
3.9

2
x

C
µ = +                                                                                                                                         (16)  

As
x

µ ,
yµ  is calculate by using RSTUV from the external secret key. 

3

24
3.8

2
y

C
µ = +                                                                                                                                                    (17) 

The initial conditions of the chaotic logistic maps are determined as the parameter µ . We use FGHIJ and 

Wαβγη, respectively for 
o

X  and 
o

Y  and calculate as follow. 

3

2 42
o

C
X =                                                                                                                                                            (18) 

3

242
o

C
Y =                                                                                                                                                              (19) 

 

3.3 Pixel Substitutions 

During the encryption process, we have to change the values of pixels. We use equations (14) and (15) to 

generate the chaotic sequences. As the numbers generated from those equations   are not integers, the chaotic 

sequences are transform into integer sequences as follow: 

 

     ( 1000) mod 256x x= ×                                                                                                                            (20) 

 

3.4 The chaotic FWT process 

The computation of the FWT is performed in two steps. Let the array ( , )f x y  being the intensity samples 

values of an image
M N

I × . 

Firstly, a one-dimensional Walsh transform is taken along each row of the array ( , )f x y . Here, the first chaotic 

logistic map is used. For the first row, the initial condition 0x comes   directly from an external secret key. For 

other rows, the procedure to obtain an initial condition is presented in figure 6. 

 

Figure 6: Initial condition 
o

X  of chaotic logistic map processing. We extract K, L and M from an external secret key 

and convert each of them into their corresponding binary representation
k

n , 
L

n ,
M

n . From the plain image, we take 

gl which is the index number of the row or the column. 
k

n , 
L

n , 
M

n  and 
gl  are used to compute 

0lgxV . To change 

chaotic sequences from one intermediate step of FWT to another one, we use the index number of the intermediate step 
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called “ nunstep ” and 
0lgxV to calculate the initial condition

0stepX  of the corresponding intermediate step of 

FWT. 

We determine the initial condition 0X as follow: 

• Use the code KLM from an external secret key and convert each hexadecimal number into their 

corresponding binary numbers Kb, Lb and Mb of 4 bits long each. 

• Let 
k

n , 
L

n  and 
M

n  be the total number of bit ‘1’ in the binary representation of K,L and M. The 

variation of the initial condition on row ‘lg’ is given by  

( )lg lg

2 2 2

2

k L M

k L M

n n n

xo n n n

K L M

V
+ + +

 
+ + 

 =   

where lg 1≠
                                                                                                                                        (21)

 

• Then the initial condition used on the row ‘lg’ is given by 

lg 0lgo O xX X V= +
                                                                                                                                            (22)

 

As we can see in figure 1, each FWT process of an image of size M ( 2 pM = ), need  2p −  intermediate steps 

before the result. We start by bit reversal on the position of the pixel in the row. Equation (5) is used to calculate 

the array A1 of the reversal row. This is the first step of FWT. Having a corresponding initial condition of the 

chaotic logistic map of the row; we use equation (14) to generate the chaotic sequence of the first step A1. We 

sort this sequence in “ascending” order and use it to permute the position of the element in A1 to obtain 
'

1A . We 

use equation (20) to transform the chaotic sequence into integer chaotic sequence. The values of the element in 
'

1A   are substituted by its “xored” with an integer chaotic sequence to obtain
''

1A . From 
''

1A  we compute the next 

step of FWT called A2.The same operation is done on A2 as on A1 with different initial condition obtain as 

follow: 

0 lg

0 lg

( )

10

x

Ostep

V nunstep
X X

×
= +                                                                                                               (23) 

Where nunstep  is the number of step and 1nunstep ≠ . 

The procedure is repeated for all the rows of the whole image. 

Then a second one-dimensional Walsh transform is taken along each column. We use the second chaotic logistic 

map and the procedure is similar. 

                                                     

3.5 The proposed encryption algorithm 

Let 
M N

I ×  be an original image. We can describe our encryption algorithm as follow: 

• Generate an external secret key; 

• Use an external secret key to calculate 
x

µ  and 0X  ; 

• Generate the masking  and permutation chaotic sequence; 

• For each row  

o Reverse the bit on the position of each element of the row; 

o Compute the first step  of FWT on the row   ; 

o Apply chaotic permutation and substitution on the first array 1A  by using the sequence 

generate directly from an external secret key ; 

o For the other step 
2 1....... pA A −  

� Change the initial condition 
0stepX  ; 

� Compute the array 
i

A  ; 
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� Apply chaotic permutation and substitution  ; 

• Use an external secret key to calculate 
yµ  and 0Y  ; 

• Generate the masking  and permutation chaotic sequence; 

• For each column  

o Reverse the bit on the position of each element of the column; 

o Compute the first step  of FWT on the column   ; 

o Apply chaotic permutation and substitution on the first array 1A  by using the sequence 

generate directly from an external secret key ; 

o For the other step 
2 1....... pA A −  

� Change the initial condition 
0stepX  ; 

� Compute the array 
i

A  ; 

� Apply chaotic permutation and substitution  ; 

As we can see on figure 7, the process of decryption is completely inverse to the encryption process described above, 

except that, on step 9  and 18 , each value should be divided respectively by N and M as indicate on inverse FWT. The 

decryption algorithm is described below: 

• Generate an external secret key; 

• Use an external secret key to calculate 
x

µ  and 0X  ; 

• Generate the masking  and permutation chaotic sequence; 

• For each column  

o Reverse the bit on the position of each element of the column; 

o Compute the first step  of FWT on the column   ; 

o Apply chaotic permutation and substitution on the first array 1A  by using the sequence 

generate directly from an external secret key ; 

o For the other step 
2 1....... pA A −  

� Change the initial condition 
0stepX  ; 

� Comput the array 
i

A  ; 

� Apply chaotic substitution and permutation; 

� Divide each element of the final result by N 

• Use an external secret key to calculate 
yµ  and 0Y  ; 

• Generate the masking  and permutation chaotic sequence; 

• For each row 

o Reverse the bit on the position of each element of the row; 

o Compute the first step  of FWT on the row   ; 

o Apply chaotic permutation and substitution on the first array 1A  by using the sequence 

generate directly from an external secret key ; 

o For the other step 
2 1....... pA A −  

� Change the initial condition 
0stepX  ; 

� Compute the array 
i

A  ; 

� Apply chaotic permutation and substitution  ; 

� Dived each element of the final result by M 

3.6 Evaluation metrics 

To evaluate the encryption quality, many evaluation metrics are considered. 
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3.6.1 Correlation coefficient 

 
For the evaluation of encryption quality, the correlation coefficient (Co) is used as follow: 

1 1 1

2 2 2 2

1 1 1 1

( )

( ) ( ( ) )

p p p

p p p p

N N N

p j j j j

j j j

N N N N

p j j p j j

j j j j

N x y x y

C o

N x x N y y

= = =

= = = =

× − ×

=

− × −

∑ ∑ ∑

∑ ∑ ∑ ∑

                                                                          (24) 

Where x  and y are gray scale pixel values of the original and encrypted images, and 
pN  is total number if 

pixels. Correlation between plain and cipher images must be close to zero to prove a good encryption quality. 

 
3.6.2 Security analysis 

A good encryption scheme should be robust against all kinds of known attacks such as cryptanalytic, statistical 

and brute-force attacks. 

 

For a secure image cipher, the key space should be large enough to make the brute force attack infeasible. 

According to Shannon’s theory, it is possible to solve many kinds of ciphers by statistical analysis. Confusion 

and diffusion are introduced to increase the difficulty of statistical analysis. The histogram of the cipher images 

and the correlations of adjacent pixel in the cipher image are the two primary measurements to statistical 

property. A cipher image coming from a good image encryption scheme should have a uniform histogram. Each 

pixel of any image has a high correlation with its adjacent pixels either in horizontal, vertical or diagonal 

directions.  

 

 
Figure 7: Image Decryption scheme 

 

For testing the correlation in a plain and encrypted image respectively, the correlation coefficient γ  of each pair 

of pixels was calculated using the following formula. 
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In equations (25)-(28) x  and y are the gray values of two adjacent pixels in the image and 
apN  is the total 

number of adjacent pairs of pixels. 

 

The information entropy, introduced by Shannon, is one of the most important features of randomness. 

Information entropy ( )H s  is calculated by the following formula 

1

2

0

1
( ) ( ) log ( )

( )

g lN

i

i i

H s P s
p s

−

=

= − ∑
                                                                                                                 (29)

 

Where 
glN  is the number of gray level in the image and ( )

i
P s  shows the probability of appearance of the 

symbol 
i

s . 

 
3.6.3 Differential attacks 

Two common measures, Number of Pixels Change Rate (NPCR) and Unified Average Changing Intensity 

(UACI) are used to test the influence of changing a single pixel in the original image on the whole image 

encrypted by the proposed algorithm. Therefore, if ( , )A i j  and ( , )B i j  are the pixels in row i  and column j  

of the encrypted images A and B, with only one pixel difference between the respective plain images, then the 

NPCR is calculated by using the following formula: 

 

,

( , )

100%
i j

D i j

NPCR
W H

= ×
×

∑

                                                                                                                       (30)

 

 

Where W  and H  are the width and height of A or B. ( , )D i j  is produced as follow: 

1 ( , ) ( , )
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0

i f A i j B i j
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The second number (UACI) is calculated by the following formula. 

,

( , ) ( , )1
( , ) 100%

255i j

A i j B i j
UACI A B

W H

 −
= × 

×  
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4 EXPERIMENTAL RESULTS AND SECURITY ANALYSIS 
 
4.1 Experimental Results 

 
Figure 8 shows the visual test of our encryption scheme on several medical gray scale images. An external secret 

key used for this encryption is « 5A9FE86248A78612327A9E2339AB8C12 ». As one can see in Figure 8, there 
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is not visual similarity between cipher and original images. We tested many images and all the results were 

conclusive. Looking at cipher images (figure8 (b, e and h)), it’s impossible to imagine which images have been 

encrypted because the cipher images do not give any clue of original images. Visual test confirm that cipher 

images is not like original one. From Figure 8 c, f and i, we notice the similarity between original and decrypted 

images. The cipher images have been successful decrypted. Different external key were used and we obtained 

the same results. Mathematically, we confirmed the test by checking many evaluations metrics. 

 

4.1.2 Correlation test and entropy information analysis 

An evaluation metric which tests the similarity between cipher and original images is correlation coefficient 

(Co). Table 1 presents the Co values of several medical gray scale images of [31].  

 

 
Figure 8: Visual test on some biomedical images using the secret key « 5A9FE86248A78612327A9E2339AB8C12 »: 

Frame (a), (b) and (c) show a plain image “Entamoeba Coli trophozoite " and its corresponding cipher and decrypted 

image respectively. Frame (d) ,(e) and (f) show a plain image “echopelv" and its corresponding cipher and decrypted 

image respectively. Frame (g), (h) and (i) show a plain image “angio" and its corresponding cipher and decrypted 

image respectively. 

 

The greater is the value Co, the more similar are the compared images. When the compared images are identical, 

we obtain the maximum and critical correlation value which is one. We can see from table 1 that all Co are very 

closed to zero for ciphers, meaning that cipher images are not correlated with the original.  The highest value 

obtained using this key is 0.0064 for the Entamoeba hitolytica trophozoite_redim2. In the contrary, the decrypted 

and the original images are always identical since all the corresponding correlations are one. In the case of 256 

gray-scale images, truly random image entropy is equal to eight [20], which is the ideal value. As shown in table 

1, we notice that the values obtained in the proposed scheme are very close to 8. The highest value is 7.9994 and 

the smallest one is 7.9970. The plain images and the decrypted images have the same entropy information which 

is, in all cases, as we can from table 1, smaller than the entropy information of cipher images. This indicates that 

the chaotic FWT has hidden information randomly and information leakage in encryption process is negligible. 

We also conclude the effectiveness of the algorithm because of the highest value of entropy information. 
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Table 1: Correlation coefficients an entropy information of some medical images from [31]. 

 

To prove the effectiveness of the algorithm on any type of image, we apply it on various other non medical 

images. We have used the USC-SIPI image database which is a collection of digitized image available and 

maintained by the University of Southern California [32]. We have chosen miscellaneous volume to measure the 

correlation coefficient of several USC-SIPI image databases. Table 2 shows the results of those images. The 

same as for medical images, correlations Co of images in table 2 are near to zero and the entropy information is 

near to eight. The maximum value of Co is 0.0036. It is very low compared to the critical value 1. The entropy 

information of plain image and decrypted image is also small than the decrypted one.  Our algorithm is then 

efficient not only on medical images but also on all types of images.  

 
4.2 Security analysis 

We discuss here the security analysis of the proposed image encryption algorithm such as key space 

analysis, statistical analysis and various attacks.  
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Table 2: Correlation coefficients and entropy information of the USC-SIPI image database 

 

4.2.1 Key space analysis 

4.2.1.1 Key space 

Our proposed image cipher has 
1282  different combinations of the secret key. Even if one knows the 

combination of the secret key, it is not easy to imagine the signification of each bit. As chaotic logistic maps are 

sensitive to the initial condition, it is not possible to generate the same sequences with different initial conditions. 

 

4.2.1.2 Key sensitivity test 

An ideal image cipher should be extremely sensitive with respect to the key used in the algorithm. A single 

change as small as possible in the key should not decrypted the cipher image successfully. We have tested the 

sensitivity with respect to the key for several images. To this end, the encrypted image corresponding to plain 

image is decrypted with a slightly different key from the original one. Further, we calculate correlation 

coefficient between the encrypted image and the image decrypted using a slightly different key. Some examples 

are discussed below. 
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a) The encrypted image (Fig.8 (b)) is decrypted with another key 

« 5A8FE86248A78612327A9E2339AB8C12 » which is different to the original key 

« 5A9FE86248A78612327A9E2339AB8C12 ». The difference between these keys in this case changes 

the parameter µ of the first chaotic logistic map that introduces a change of a single bit. The resultant 

encrypted image is shown in Fig.9 (a). 

b) The encrypted image (Fig.8 (b)) is decrypted by making a slight modification in the original 

key « 5A9FE86258A78612327A9E2339AB8C12 », once again, only a single bit is changed in the 

initial condition X0 .The resultant of the decrypted image is shown in Fig.9 (b). 

c) We changed the variation of the initial conditions of the chaotic logistic maps among two columns and 

decrypted the encrypted image (Fig.8 (b)) with « 5A9FE86248A78612327A9E23398B8C12 ». Fig.9 

(c) shows the resultant decrypted image which is not correlated with the original image. 

d)    In figure 9.(d) , the variation of the initial conditions of the  second chaotic logistic maps  among two 

step of FWT has been changed to decrypt  the encrypted image (Fig.8 (b)) . The key used is in this case 

« 5A9FE86248A78612327A9E2339AB8D12 ». 

 

 
Figure 9: Frame (a)-(d) show the decrypted images from the encrypted image of Fig.8 (b) using slightly different keys 

than the key used for encryption. 

 

With a slight change in the key, one is unable to find any clue about the original image from the decrypted 

image. To compare the decrypted images, we have calculated the correlation coefficient among the decrypted 

images. Table 3 gives us the results of this comparison. The Co between various decrypted images is close to 

zero. This means that, without an exact key we cannot succeed on decryption process. We conclude from table 3 

that one cannot find any clue about the plain image even if there is a little change in the key. The correlation 

coefficient is negligible. This confirms the effectiveness and the key sensitivity of the proposed algorithm. 

 

Table 3: Correlation coefficients between various decrypted images show in Fig. 9 

 

4.2.2 Statistical analysis 

4.2.2.1 Histograms of encryption images 

The histograms of the plain and encrypted images which are obtained by the proposed method are shown in 

Figure 10.  

 

Comparing the histograms, we can see a uniform distribution of gray-scale values of the encrypted image, which 

testify the toughness of the method over any statistical attack, on the other hand, the histogram of the plain image 

has a discrete shape. This shows that the encrypted image is secured with our encryption scheme and will resist 

to any statistical attack. 
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Figure 10: Histogram analysis plain and cipher images using the secret key 

« 5A9FE86248A78612327A9E2339AB8C12 » : Frame (a) ,(b) , (c)  and (d) shows a plain image “Entamoeba Coli 

trophozoite "  and its corresponding histogram, cipher image  and cipher image histogram respectively. Frame (e), (f), 

(g) and (h) shows a plain image “echopelv » and its corresponding histogram, cipher image and cipher image histogram 

respectively. Frame (i), (j), (k) and (l) shows a plain image “angio » and its corresponding histogram, cipher image and 

cipher image histogram respectively. 

 

4.2.2.2 Correlation of two adjacent pixels 

Table 4 and 5 show the correlation coefficients of the encrypted image which are significantly small. 

 
Image Name size vertical 

Correlation  

Horizontal 

Correlation 

diagonal 

Correlation 

ANTAMOEBACOLI 398x407 -9.9620e-004 -0.0021 4.6031e-004 

article_oeuf_taeniaC2 200x200 0.0032 5.8918e-004 2.5862e-004 

Balantidium Coli cyst 200x200 0.0043 0.0017 0.0011 

Balantidium coli_trophozoite 200x200 0.0039 0.0067 0.0103 

DICROCOELIUM 400x341 -7.4781e-004 1.7493e-004 6.0780e-005 

Entamoeba Coli trophozoite 200x200 -0.0011 -0.0053 0.0014 

Entamoeba Histolytica cyst 200x200 -0.0080 -0.0044 0.0010 

Entamoeba histolytica -cyst-Gini 130x130 5.7690e-005 -0.0037 -0.0094 

Entamoeba hitolytica trophozoite 200x200 0.0071 4.3757e-005 0.0168 

Entamoeba hitolytica trophozoite_redim 120x120 -0.0072 -0.0044 -0.0181 

Entamoeba hitolytica trophozoite_redim2 172x160 -0.0062 -0.0036 -7.5165e-004 

oeuf_ascarisc 266x200 -0.0037 -0.0034 -0.0098 

S- Hematobium egg 400x300 -9.0690e-004 -0.0012 0.0030 

S- Mansoni egg 400x300 -0.0042 -0.0051 -0.0027 

tropho_entamoeba_histolytica2 332x213 0.0011 0.0027 0.0037 

tropho_iodamoeba_butschlii 200x200 -0.0024 -0.0034 0.0017 

angioF 64x64 0.0019 4.6372e-004 -0.0189 

angio 64x64 0.0043 0.0018 -0.0019 

node2 64x64 2.6963e-004 0.0062 0.00127 

Ossify 64x64 -0.0019 -0.0026 -0.0054 

CTpancratitis 64x64 -1.4781e-004 1.7493e-004 2.8270e-004 

echo1 64x64 -0.0015 -0.0019 -0.0010 

I1_200 64x64 -0.0041 0.0021 -0.0077 

k_bw 64x64 -7.7958e-004 0.0060 0.0019 
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lung16 64x64 0.0032 -1.2543e-004 -0.0045 

Pelvist 64x64 0.0032 7.4269e-004 0.0059 

ribs 64x64 -0.0029 0.0016 5.8551e-004 

DisLocElbow 64x64 0.0030 0.0067 0.0012 

echopelv 373x453 0.0029 9.8533e-004 -0.0013 

 

Table 5 : Vertical Correlation, horizontal correlation and diagonal correlation in original and encrypted images 

from databases. 

 

 

In table 1 and 2 we used Co value to confirm general relationship between cipher and original images. 

Horizontal correlation (HC), vertical correlation (VC) and diagonal correlation (DC) are also evaluated to prove 

no correlation between cipher and original images. HC, VC and DC are all smaller than one as well for medical 

images as for the others. The maximum value is 0.018, compare to critical value, this is negligible. 

 

Hence, correlation tests let to conclude that there is no correlation between cipher and original images. The 

proposed encryption effects are rather well. The results shown above demonstrate that our cipher image has good 

statistical property through confusion and diffusion stage. 

Description Size Type vertical Correlation 

 

Horizontal 

Correlation 

diagonal 

Correlation 

Girl                                        256 color -3.0267e-004 0.0030 0.0025 

Couple                                      256 color 9.6135e-005 -5.1245e-004 2.9248e-005 

Girl                                        256 color -0.0021 8.7873e-004 0.0064 

Girl                                        256 color 0.0049 -0.0010 0.0075 

House                                       256 color 0.0068 0.0050 0.0091 

Tree                                        256 color -0.0018 -1.0421e-004 0.0042 

Jelly beans                                256 color 4.4661e-004 0.0027 -0.0149 

Jelly beans                                256 color 0.0043 0.0024 -0.0130 

Splash                                      512 color -6.6091e-004 2.0623e-004 0.0030 

Girl (Tiffany)                             512 color -3.5130e-004 0.0020 -4.0162e-005 

Mandrill (a.k.a. Baboon)                   512 color -1.4749e-004 0.0026 0.0026 

Girl (Lena, or Lenna)                    512 color -0.0012 -5.0917e-004 9.3274e-004 

Airplane (F-16)                            512 color -2.5210e-004 4.2253e-004 0.0020 

Sailboat on lake                           512 color 4.5260e-004 6.7865e-004 0.0050 

Peppers                                    512 color -0.0013 -5.9019e-004 0.0013 

Moon surface                               256 Gray -0.0027 -0.0015 0.0028 

Aerial                                      256 Gray -0.0039 -0.0033 -0.0131 

Airplane                                   256 Gray -3.8301e-004 -2.9019e-004 0.0040 

Clock                                       256 Gray -0.0016 -0.0044 -1.1211e-005 

Resolution chart                           256 Gray -0.006 0.005 0.0040 

Chemical plant                             256 Gray -0.0031 -0.0041 0.0032 

Couple                                      512 Gray 0.0015 0.0021 -8.3758e-004 

Aerial                                      512 Gray -5.8159e-004 0.0015 -0.0017 

Stream and bridge                          512 Gray -2.8863e-004 1.4263e-004 1.9218e-004 

Truck                                       512 Gray 8.0192e-005 -0.0017 -0.0033 

Airplane                                   512 Gray 4.7223e-004 -1.0775e-004 0.0044 

Tank                                        512 Gray 0.0015 -9.1835e-004 0.0024 

Car and APCs                               512 Gray 5.6711e-004 0.0025 0.0040 

Truck and APCs                             512 Gray 8.4519e-004 0.0017 -0.0016 

Truck and APCs                             512 Gray 0.0010 0.0015 -0.0018 

Tank                                        512 Gray 0.0014 0.0018 0.0038 

APC                                         512 Gray -4.8602e-004  -0.0030 0.0065 

Tank                                        512 Gray 9.5672e-004 -5.2212e-005 -0.0048 

Car and APCs                               512 Gray -6.6662e-004 7.9005e-004 -4.1089e-004 

Fishing Boat                               512 Gray 4.3259e-004-  2.4145e-004 -0.0011 

Girl (Elaine)                              512 Gray -6.4632e-004 -3.4630e-004 -0.0023 

House                                       512 color -0.0012  -0.0011 3.9412e-004 

21 level step wedge                        512 Gray -4.2585e-004 -2.0421e-004 -5.0421e-004 

256 level test pattern                     512 Gray  1.8902e-004  -6.4185e-004  -1.7506e-004 
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4.2.3 Differential attacks 

To test the influence of changing a single pixel in the original image, on the whole image encrypted by the 

proposed algorithm, NPCR and UACI of many images have been calculated and presented in table 6. For a gray-

scale image, the NPCR is close to 99.6093% and the UACI is close to 33.33%. 

 

Table 6: Values of NPCR and UACI of many medical images 

Image Name size Corr(A,B) NCPR  UACI 

ANTAMOEBACOLI 398x407 -0.0031 99.6147 33.5323 

article_oeuf_taeniaC2 200x200 -0.0021 99.5621 33.5172 

Balantidium Coli cyst 200x200 -0.0068 99.6048 33.5938 

Balantidium coli_trophozoite 200x200 -0.0013 99.6155 33.4818 

DICROCOELIUM 400x341 0.0028 99.5972 33.4172 

Entamoeba Coli trophozoite 200x200 0.0089 99.5819 33.2297 

Entamoeba Histolytica cyst 200x200 -0.0058 99.6124 33.5771 

Entamoeba histolytica -cyst-Gini 130x130 -0.0054 99.5987 33.5897 

Entamoeba hitolytica trophozoite 200x200 0.0052 99.6017 33.2815 

Entamoeba hitolytica trophozoite_redim 120x120 -0.0012 99.6094 33.5018 

Entamoeba hitolytica trophozoite_redim2 172x160 -0.0018 99.6231 33.5405 

oeuf_ascarisc 266x200 -0.0015 99.6132 33.5091 

S- Hematobium egg 400x300 0.0042 99.5876 33.3906 

S- Mansoni egg 400x300 0.0042 99.6056 33.3705 

tropho_entamoeba_histolytica2 332x213 2.2082e-004 99.6078 33.4721 

tropho_iodamoeba_butschlii 200x200 -0.0043 99.6170 33.5577 

angioF 64x64 0.0032 99.6384 33.4193 

angio 64x64 0.0075 99.5911 33.2566 

node2 64x64 0.0031 99.5804 33.3958 

Ossify 64x64 -0.0013 99.6307 33.4322 

CTpancratitis 64x64 -2.7335e-004 99.6185 33.4818 

echo1 64x64 0.0040 99.5667 33.3026 

I1_200 64x64 -0.0025 99.6063 33.5109 

k_bw.thumb 64x64 0.0033 99.6429 33.4121 

lung16thumb 64x64 8.6350e-004 99.6094 33.4520 

Pelvisthumb 64x64 0.0014 99.5804 33.4501 

ribsthumb 64x64 0.0017 99.6048 33.4636 

DisLocElbowthumb 64x64 0.0021 99.6063 33.4122 

echopelv 373x453 0.0013 99.5941 33.4013 

 

We found NPCR close to   99.6 % in all the cases tested. This proves that encryption scheme is very sensitive 

with respect to a small percentage of pixels changes in the plain image. The UACI, in all the cases, is found close 

to 33% indicating that the rate of influence due to one-pixel change in plain image is very high. The result of 

these two tests shows that the proposed cipher is sensitive to a minor change in plain image. In order to compare 

our algorithm to the existing schemes, we tested it on images usually used in the literature. The comparative 

results are presented in table 7. 

 

Table 7: comparison of results 

 
Evaluation  

metrics 

           Images 

  

References 

Lena Mandrill  Airplane 

Vertical 

correlation 

Ref [18] 0.0034 -0.0019 -0.0036 

Ref [31] -0.0016   

Ref [15] -0.0194   

ours -0.0012 -0.00014 -0.00038 

Horizontal 

correlation 

Ref [18] 0.0026 -0.0014 -0.0017 

Ref [31] 0.0031   

Ref [15] 0.0241   

ours -0.00050 0.0026 -0.00029 
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Diagonal 

correlation 

Ref [18] -0.0019 -0.0013 -0.0020 

Ref [31] 0.0067   

Ref [15] 0.0243   

ours 0.00090 0.0026 -0.0040 

Entropy Ref [18] 7.9992 7.9991 7.9990 

Ref [31] 7.9952   

Ref [15] 7.9974   

ours 7.9993 7.9993 7.9993 

NCPR Ref [18] 99.6201 99.6109 99.6178 

Ref [31] >96   

Ref [15] 93.6768   

ours 99.6109 99.6475 99.6034 

UACI Ref [18] 33.4006 33.4757 33.5370 

Ref [31] 31.79   

Ref [15] 33.3364   

ours 33.4953 33.4980 33.3312 

 
In [20], Linear Diophantine Equation (LDE), whose coefficients are integers and dynamically generated from 

chaotic system, is used to encrypt images. The procedure to generate sequences used in permutation –diffusion 

process is too complex. We used a simple logistic map and FWT to obtain better results than [20] as we can see 

in table 7. In [33], chaos is not used in the encryption process. Comparison shows our encryption scheme 

provides better results. In [17], a bit-level image encryption based on spatiotemporal chaotic system is used.  Our 

chaotic FWT image encryption has better results. The same observation is done in [26] where the generalized 

Arnold and Bernoulli shift map are employed. According to table 7, the results obtained from our chaotic FWT 

encryption scheme are the best. 

 

5. CONCLUSIONS 

 
In this work, a new scheme of image encryption based on chaos and FWT has been proposed to secure 

biomedical images. This utilizes two chaotic logistic maps, an external secret key of 128 bits long and a two-

dimensional FWT. The parameter and the initial conditions for two logistic maps are derived using an external 

secret key. It has been shown that it is possible to apply chaotic methods encryptions to the two-dimensional Fast 

Walsh Transform of images. We have carried out statistical analysis, key sensitivity analysis to demonstrate the 

security and the effectiveness of the new image encryption system. The main features of the proposed encryption 

scheme are its simplicity, its efficiency, the high speed and high order of security. Our method also has better 

confusion, diffusion and security. The method is robust against brute-force attacks because of the changing of the 

initial conditions of the chaotic logistic maps during the process of rows and columns of the chaotic FWT. Our 

algorithm is easy to implement and could be use in real time transmission of secured biomedical images in 

telemedicine. 
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