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ABSTRACT 
 

In this paper, a scheme for the design of area efficient and high speed pipeline VLSI architecture for the 

computation of fixed point 1-d discrete wavelet transform using lifting scheme is proposed. The main focus 

of the scheme is to reduce the number and period of clock cycles and efficient area with little or no 

overhead on hardware resources. The fixed point representation requires less hardware resources 

compared with floating point representation. The pipelining architecture speeds up the clock rate of DWT 

and reduced bit precision reduces the area required for implementation. The architecture has been coded 

in verilog HDL on Xilinx platform and the target FPGA device used is Virtex-II Pro family, XC2VP7-

7board. The proposed scheme requires the least computing time for fixed point 1-D DWT and achieves the 

less area for implementation, compared with other architectures. So this architecture is realizable for real 

time processing of DWT computation applications. 
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1. INTRODUCTION 

 

The advantages of the wavelet transform over conventional transforms, such as the Fourier 

transform, are now well recognized. Because of its excellent locality in time-frequency domain, 

wavelet transform is remarkable and extensively used for signal analysis, compressing and de-

noising. Since the development of the theory for the computation of the discrete wavelet 

transform (DWT) by Mallat [1] in1989, the DWT has been increasingly used in many different 

areas of science and engineering mainly because of the multi resolution decomposition property 

of the transformed signals. Definition given for DWT by Mallat [1] provided possibility of its 

implementation in hardware and software. The discrete wavelet transform (DWT) performs a 

multi resolution signal analysis which has adjustable locality in both the space (time) and 

frequency domains [1].The DWT is computationally intensive because of multiple levels of 

decomposition involved in the computation of the DWT. It is therefore challenging to design an 

efficient VLSI architecture to implement the DWT computation for real-time applications, 

particularly those requiring processing of high-frequency or broadband signals [2]–[4]. Using 

finite impulse response (FIR) filters and then sub sampling is the classical method for 
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implementing the DWT. Due to the large amount of computations required, there have been many 

research efforts to develop new  algorithms [15] .Many architectures have been proposed in order 

to provide high-speed and area-efficient implementations for the DWT computation [5]–[8]. In 

[9]–[11], the poly phase matrix of a wavelet filter is decomposed into a sequence of alternating 

upper and lower triangular matrices and a diagonal matrix to obtain the so-called lifting-based 

architectures with low hardware complexity. 

 

The pipeline architectures have the advantages of requiring a small memory space and a short 

computing time and are suitable for real-time computations. However, these architectures have 

some inherent characteristics that have not yet been fully exploited in the schemes for their 

design. The computational performance of such architectures could be further improved, provided 

that the design with pipeline make sure of lifting steps to the maximum extent possible, 

synchronizes the operations of the stages optimally, and utilizes the available hardware resources 

optimally. 

 

In this paper, a scheme for the design of pipeline architecture for a fast computation of the DWT 

is developed. The goal of fast computation is achieved by minimizing the number and period of 

clock cycles. The main idea used for minimizing these two parameters is to optimally distribute 

the task of the DWT computation among the stages of the pipeline and lifting scheme of 9/7 filter. 

In the study, we focus on the issues of theoretical path and internal memory size with 9/7 filters. 

To ease the tradeoff between the pipeline stages of 1-D architecture, a modified algorithm is 

proposed for the design of 1-D pipeline architecture. Based on the modified data path of lifting-

based DWT, the proposed architecture achieves the one-multiplier delay constraint but uses less 

internal memory compared to the related architectures. Moreover, the proposed architecture 

implements the 9/7 filters by cascading the three main components. 

 

Due to recent advances in the technology, implementation of the DWT on field programmable 

gate array (FPGA) and digital signal processing (DSP) chips has been widely developed. Based 

on [4], the main challenges in the hardware architectures for 1-D DWT are the processing speed 

and the number of multipliers. The number of multipliers in each pipeline stage determines the 

clock speed of the structure. 

 

This paper is organized as follows. In Section II, Discrete Wavelet Transform is presented. In 

Section III, choice of pipeline for the 1-d dwt is presented, Section IV, the Lifting based scheme 

is presented, Section V,  briefly introduces the underlying concepts of the architecture of 1-d 

DWT. Section VI, Presents Performance evaluation and FPGA implementation and compares the 

proposed architecture with other related studies. Finally, a brief conclusion is given in Section 

VII. 
 

2. DISCRETE WAVELET TRANSFORM 

 

In this section the theoretical background and algorithm development is discussed. The first 

recorded mention of what is now called a "wavelet" seems to be in 1909, in a thesis by Alfred 

Haar.  An image is represented as a two dimensional (2D) array of coefficients, each coefficient 

representing the brightness level in that point. When looking from a higher perspective, it is not 

possible to differentiate between coefficients as more important ones, a lesser important ones. But 

thinking more intuitively, it is possible. Most natural images have smooth color variations, with 

the fine details being represented as sharp edges in between the smooth variations. 

 

Technically, the smooth variations in color can be termed as low frequency components and the 

sharp variations as high frequency components. The low frequency components (smooth 

variations) constitute the base of an image, and the high frequency components (the edges which 
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give the detail) add upon them to refine the image, thereby giving a detailed image. Hence, the 

averages/smooth variations are demanding more importance than the details [4].In wavelet 

analysis, a signal can be separated into approximations and detail coefficients. Averages are the 

high-scale, low frequency components of the signal. The details are the low scale, high frequency 

components. This coefficients measure the signal energy distribution in each frequency channel 

corresponding to the scaling parameter j at the time k. 

 

 The Discrete Time wavelet Transform (DWT) has found many applications in digital signal 

processing, due to the efficient computation and the sufficient properties for non-stationary signal 

analysis. 

 

For the wavelet analysis, the structure is given in figure 1(a). As a result, the DWT decomposes a 

digital signal into different sub bands so that the lower frequency sub bands have finer frequency 

resolution and coarser time resolution compared to the higher frequency sub bands.  The DWT is 

being increasingly used for image compression due to the fact that the DWT supports features 

like progressive image transmission (by quality, by resolution), ease of compressed image 

manipulation, region of interest coding, etc.  
 

2.1. One dimensional DWT: 

 

Any signal is first applied to a pair of low-pass and high-pass filters. Then down sampling (i.e., 

neglecting the alternate coefficients) is applied to these filtered coefficients. The filter pair (h, g) 

which is used for decomposition is called analysis filter-bank and the filter pair which is used for 

reconstruction of the signal is called synthesis filter bank.(g`, h`).The output of the low pass filter 

after down sampling contains low frequency components of the signal which is approximate part 

of the original signal and the output of the high pass filter after down sampling contains the high 

frequency components which are called details (i.e., highly textured parts like edges) of the 

original signal.  

 

The output from low pass filter G (z) represents the approximate coefficient denoted by S j(n). 

 

S j(n)= (k)G(2n-k) 

The output from high pass filter H(z) represents the detailed coefficient denoted by W 
j
(n). 

W j(n)= (K)H(2n-k) 
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3. PIPELINE FOR THE 1-D DWT COMPUTATION 

 

In a pipeline structure for the DWT computation, multiple stages are used to carry out the 

computations of the various decomposition levels of the transform. Thus, the computation 

corresponding to each decomposition level needs to be mapped to a stage or stages of the 

pipeline. In order to maximize the hardware utilization of a pipeline, the hardware resource of a 

stage should be proportional to the amount of the computation assigned to the stage. Since the 

amount of computations in successive decomposition levels of the transform gets reduced by a 

factor of two, two scenarios can be used for the distribution of the computations to the stages of a 

pipeline. In the first scenario, the decomposition levels are assigned to the stages so as to equalize 

the computations carried out by each stage, i.e., the hardware requirements of all the stages are 

kept the same. In the second scenario, the computations of the successive decomposition levels 

are assigned to the successive stages of a pipeline on a one-level-to-one-stage basis. Thus, in this 

case, the hardware requirement of the stages gets reduced by a factor of two as they perform the 

computations corresponding to higher level decompositions. 

 

A stage-equalized pipeline structure is the one in which the computations of all the levels are 

distributed equally among the stages. The process of stage equalization can be accomplished by 

dividing equally the task of a given level of decomposition into smaller subtasks and assigning 

each such sub task to a single stage and/or by combining the tasks of more than one consecutive 

level of decomposition into a single task and assigning it to a single stage. Note that, generally, a 

division of the task would be required for low levels of decomposition and a combination of the 

tasks for high levels of decomposition. 

 

In a one-to-one mapped structure, the computations of decomposition levels are distributed 

exactly among all stages. In this structure, the computations of the first levels are carried out by 

the first stage, remaining levels are carried out by remaining stages respectively and those of the 

last levels are performed recursively by the second stage. Thus, for either pipeline structure, i.e., 

the one-to-one mapped or stage-equalized, a two-stage pipeline would be the best choice in terms 

of hardware efficiency and from the standpoint of design and implementation simplicity. Note 

that the five-stage version of either pipeline structure is the same but due to the flexibility of 

designing the architecture, stage equalized pipelining structure is preferred. 

 

4. LIFTING BASED SCHEME 

 

The lifting scheme has been developed as a flexible tool suitable for constructing the second 

generation wavelet. It is composed of three basic operation stages: splitting, predicting, and 

updating.  

 

Fig.2 shows the lifting scheme of the wavelet filter computing one dimension signal: 

 

• Split step: where the signal is split into even and odd points, because the maximum correlation 

between adjacent pixels can be utilized for the next predict step. 

• Predict step: The even samples are multiplied by the predict factor and then the results are added 

to the odd samples to generate the detailed coefficients. 

• Update step: the detailed coefficients computed by the predict step are multiplied by the update 

factors and then the results are added to the even samples to get the coarse coefficients. Note that 

the details and approximation coefficients (d, s) in lifting scheme, respectively, are the same as 

high pass and low pass outputs. Daubechies and Sweldens first derived the lifting-based discrete 

wavelet transform [11], [12]. 
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The lifting scheme can decompose DWT filter bank into several lifting steps. As h~(z) and g~(z) 

are the low-pass and high-pass analysis filters; the poly phase matrix p
~
(z) is defined as follows: 

 

The poly phase matrix p~ (z) can be factorized into a sequence of alternating upper and lower 

triangular matrices multiplied by a constant diagonal matrix. 

 

The 9/7 filter has two lifting steps and one scaling step .The detailed algorithm of the 9/7 filter is 

described from (2) to (7). First, the input sequences xi are split into even and odd parts, Si
0and di

0 

.Second, the two splitting sequences are performed by two lifting steps. The outputs are denoted 

as Si
n and di

n, where n represents the stage of lifting step. Finally, through the normalization 

factors k1 andk2, the low-pass and high-pass wavelet coefficients Si and di can be obtained. 

 

 

1. Splitting Step: 

di
0=x2i+1          (2) 

si
0=x2i            (3) 

2. Lifting Steps: 

2.1. First lifting step 

di
1=di

0+α× (si
0+si+1

0) (predictor)        (4) 

si
1=si

0+β× (di-1
1+di

1) (updater)          (5) 

2.2. Second lifting step 

di
2
=di

1
+γ× (si

1
+si+1

1
) (predictor)        (6) 

si
2=si

1+δ× (di-1
2+di

2) (updater)          (7) 

Several architectures [14], [15] have been proposed to directly implement the lifting structures of 

the 9/7 filters. The five pipeline stages are used to improve the processing time, but the critical 

path is still restricted by the computation of predictor or updater (i.e., two adders and one 

multiplier propagation delay).  
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5. 1-D DWT ARCHITECTURE 

 

By combining the functional units described in previous section we can construct one 

dimensional DWT. The architecture can be applied to implement the lifting-based 1-D DWT. The 

structure processes all input samples that arrive in pairs at consecutive clock pulses and the results 

for each pair are ready after five cycles. However, due to the pipelined structure, the clock 

frequency is higher than that of parallel architectures. There is a trade-off between the clock 

speed and the number of pipeline stages.Figure3 shows the proposed architecture for the 9/7 fixed 

point DWT computation. 

 
 

Figure3: Architecture for lifting scheme for fixed point 1-d DWT 

 

In this architecture we advocated a five stage pipeline structure for the computation of 1-

DDWT.The proposed structure is constrained by the nature of the DWT computation and is 

capable of optimizing the use of hardware resources. 

 

In this five stage pipeline structure, all stages need to share the computation. Hence, all the stages 

need to be synchronized with one other. The pipeline registers in this proposed architecture are 

used in better way to optimize the use of hardware resources. Every stage performs by operating 

on the data produced by the previous stage. In this section we present the design of proposed five 

stage pipeline architecture by using 9 by 7 filter coefficients, pipeline registers and delay 

elements. The design of this architecture mainly focused on fixed point DWT computation. 

In order to show the efficiency of our architecture, several architectures are chosen for 

comparison. In the proposed architecture, the clock pulses required to compute outputs are less 

than those in the previous architectures. This is due to the sequential states required to complete 

the computation of each output. 

 

The architecture uses fixed point representation for arithmetic. The bit width of data inputs of the 

first stage of the   1-D DWT is 11 bits. That include 1 sign bit, 8 integral bits and the fractional 

bits are chosen to be 2 bits. Ideally the pixel inputs are 8 bits but having 11 bits signed input 

makes the hardware more generic. Whereas the coefficients inputs have 1 sign bit, 1 integral bit 

and 7 fractional bits. The bit precision will grow after the multiplication and addition performed 

in each stage of the DWT. To reduce the propagation delays in the digital circuit, the fractional 

part of the multiplier output is truncated by 7 bits before performing the addition. In this way the 

first stage of the DWT data outputs will have 19 bits (1 sign, 16 integral, 2 fractional bits). 

Looking at the 9/7 DWT coefficients, we can say that the output never crosses 4 times that of the 

inputs so we are safe to truncate 7 integral bits from the first stage output and feed to the second 

stage input. Similar approach is applied on the second stage also. After the second stage the 

outputs will have 20 bits (1 sign, 17 integral and 2 fractional bits). Saturation is applied to clip the 

data outputs between 0 and 255 (the 8-bit pixel range). 

 



International Journal of VLSI design & Communication Systems (VLSICS) Vol.3, No.4, August 2012 

43 

6.  PERFORMANCE EVALUATION AND FPGA IMPLEMENTATION 

 

In order to evaluate the performance of the architecture resulting from the proposed scheme, we 

need to make use of certain metrics that characterize the architecture in terms of the hardware 

resources used and the computation time. A five stage pipelined architecture is implemented and 

the simulation result of that is shown in figure 4. 

 

For simulation of this architecture, YUV image is applied as the input. The image is given in the 

form of array that is represented by [0: ROWS-1] [0: COLUMNS-1]. The image is splitted into 

two parts as [0: ROWS/2-1] [0: COLUMNS/2-1] and [0: ROWS/2-1][0:COLUMNS/2-1]. That 

image can be used in the verilog code by using fopen command. We get the output image in two 

ports-output low pass image:[0:ROWS-1][0:COLUMNS/2-1], output high pass image [0:ROWS-

1][0:COL/2-1]. In the simulation it is observed that when the input applies, the output is obtained 

after five clock cycles. 

 

The hardware resources used for the filtering operation are measured by the number of multipliers 

and the number of adders, and that used for the memory space and pipeline latches is measured 

by the number of registers.  The hardware resources utilization is shown in figure 

5.Thecomputation time, in general, is technology dependent. However, a metric, which is 

independent of the technology used but can be utilized to determine the computation time, is the 

number of clock cycles consumed from the instant the first sample is inputted to the last sample 

outputted assuming a given clock-cycle period, for example, unity, as the latency of a MAC cell. 
 

 
 

Figure 4: Simulation result for pipelining architecture 
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Figure5: Hard ware resources utilization 

 

 
 

Figure6: Timing constraints for DWT computation 

 

For the DWT computation, the comparison for the metrics mentioned before for various 

architectures are summarized in Table I. It is seen from the table that, compared to the 

architecture of [17],all the other architectures, including the proposed one, require approximately 

twice the number of clock cycles, except the architecture of [14], which requires four times as 

many clock cycles. 

 

Table I:  comparison of various architectures 

 
Architecture Tc(ns) 

Parallel(13) 17.8 

Systolic(14) 11.8 

Pipelined(17) 11.8 

DRU(18) 10.2 
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IP core (19) 11.8 

Pipeline with parallelism 

(27) 

8.7 

Proposed 8.280 

 

Table II: Resources Used in the FPGA devices 
 

Resource Used Available in Total Percentage used 

CLB Slices 158 4928 3% 

Flip Flop Slices 230 9856 2% 

4-input LUTS 133 9856 1% 

Bonded IOBs 70 248 28% 

 

This performance of [17] is achieved by utilizing the hardware resources of adders and 

multipliers that are four times that required by the architecture of [14] and twice that required by 

any of the other architectures. In order to verify the estimated results, an implementation of the 

circuit is carried out in FPGA. Verilog is used for the hardware description and Xilinx ISE 8.2i 

for the synthesis of the circuit on a Virtex-II Pro XC2VP7-7 board. The implementation is 

evaluated with respect to the clock period (throughput) measured as the delay of the critical path 

of the MAC-cell network, and the resource utilization (area) measured as the number of 

configuration logic block slices, DFFs, lookup tables, and input/output blocks. The resources used 

by the implementation are listed in Table II. The circuit is found to perform well with a clock 

period as short as 8.280 ns. The clock period and timing constraints are shown in figure 6. 

 

7. CONCLUSION 

 

In this paper, a scheme for the design of pipeline architecture for a real-time computation of the 

fixed point 1-D DWT has been presented. The objective has been to achieve a low computation 

time by maximizing the operational frequency and minimizing the number of clock cycles 

required for the DWT computation, which, in turn, have been realized by developing a scheme 

for two lifting steps with  9 by 7 filtering  and having five pipeline stages for the pipeline 

architecture. 

 

A study has been undertaken, which suggests that, in view of the nature of the DWT computation, 

it is most efficient to map the overall task of the DWT computation to only five pipeline stages. 

There are two main ideas that have been employed for the internal design of each stage in order to 

enhance pipelining for DWT computation. The first idea was to decompose the filtering operation 

into two sub tasks that operate independently on the even- and odd-numbered input samples, 

respectively. This idea stems from the fact that the DWT computation is a two-sub band filtering 

operation, and for each consecutive decomposition level. Each subtask of the filtering operation is 

performed by a MAC-cell network with coefficients taken from 9 by 7 filters. The second idea 

employed for enhancing pipeline is to minimize the delay of the critical path. 

 

In order to assess the effectiveness of the proposed scheme, pipeline architecture has been 

designed and simulated. The simulation results have shown that the architecture designed based 

on the proposed scheme requires the smallest number of clock cycles to compute output samples 

and a reduction of at least 60% in the period of the clock cycle in comparison to those required by 

the other architectures with a comparable hardware requirement. An FPGA based implementation 

of the designed architecture has been carried out, demonstrating the effectiveness of the proposed 

scheme for designing efficient and realizable architectures for the DWT computation. 

 



International Journal of VLSI design & Communication Systems (VLSICS) Vol.3, No.4, August 2012 

46 

Finally, the principle of pipelining architecture using lifting scheme presented in this paper for the 

design of architecture for the 1-D DWT computation is extendable to that for the 2-D DWT 

computation. 
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